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Summary

Ageneral class of estimators for estimating common parameters 9" (p = 1,2)
of two normal distributions has been suggested and its properties studied.
Keywords: Class of estimators; Common parameters; Normal distribution;

Coefficient of valriation. ,

Introduction r

In various experiments, the coefficient of variation exhibits stability
and its value may be fairly accurately known; see, e.g. Govindarajulu
and Sahai [3], Sen [10, 11]. Utilizing the prior information on coefficient
of variation 'C several authors have discussed the problem of estimating
the parameters 0and 6' ofa normal distribution iV(0, 6® C ) and suggest
ed a number of estimators. Very few authors have paid their attention

.towards the estimation of common parameters of two normal distri
butions utilizing the prior information on coefficient of variation.
Reference may be made to the work done by Pandey and Singh [6] and
Sahai et al. [8].

Let us consider two normal populations with commbn parameters say,
0 and 6^. Our investigations concern" with the situations wherdn the
coefficients of variation are known for the two normal; populations.. Let

^d X^, . . . , be randon^samples of size? iiy
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and n, respectively, from the. populations iV(0, CJ 0^) and N(Q, 0^)
where C< is the coefficient of variation of ith population. Further,'let'

i^k/lrik)

and

4 = (r,; - X,)\ /t = 1, 2,

be the sample means and sample variances, respectively.
The conventional unbiased estimators of 0 and 0^ are, respectively

given by f j'

= Qa + g. Xy -

and

^ («i - I) (jJ/Cf) -f („3 _ 1) (^sliCl)
,

"i + Wa — 2

where

Cl
ft.. A: = 1,2

The variances of i/j -and (/a are given by

fla

+ flz

(1.2)

(1.3)

and .

- (». + ». - 21 . d-")
Improvements in the estimators can be made if we are prepared to

sacrifice unbiasedness. One such estimator was first proposed by Searls
[9] assuming the coefiScient of variation to be known for estimating 6.
Following the same approach as adopted by -Searls [9], Pandey and Singh
[6] suggested a class of estimators for 0 as !

where Ais a suitably ch.osen constant to be determined such that mean
squared error of is minimum. The optimum value of Aand minimuiR
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mean squared error of obtained by Pandey and Singh [6] are, respect
ively, given by „

Aopt = / 0-6)
fli + fla +

and

min • MSE {d^ = . ^(fli 1+ tla + fliaa)

One can also define a class of estimators for 6 as

' U-8)

where \ and Aa are suitably chosen constants to be determined such that,
MSE of di, is minimum.

It can be easily shown that the minimum MSE of dx is same as of d^
in (1.7) for the optinium values of Ai and Aj, which are given as follows :

~~ fli + fla + fli fla ai + fla + fli fla

, Sahai, Prasad and Rani [8] have suggested a wide class of estimators for"
0 as

ds = + Aa *a + ^3 •^1 + ^4 (1>10)

where Vs (i = 1 to 4) are suitably chosen constants to be determined
such that MSE of d^ is minimum. They have shown that the minimum
MSE of ds is smaller than that of d^ and d^.

In the situations, where the coefficient of variation is known, the esti
mation of variance reduces to the estimation of the square of the popula
tion mean, 0, see Govindarajulu and Sahai [3] and Das [1].

In this paper we have proposed a very general class of estimators for
0p(p = 1, 2) exploiting the apriori information in ternis of coefficients of
variation Ci and Ca.~ Exact expressions for bias and mean squared errors
(MSE) of the proposed class ofjestimators have been derived. The opti
mum estimator in the class is also identified. ,

2. Proposed Class of Estimiators

We "propose the class of estimators of the common parameters
6f (p = 1, 2) as the linear function :

d„ =
f m • m

^ Wux[ sr'+^. +
m 2

= ^S,W,. (2.1)
/f=l " "
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where

s, = X, sr'. ^ SP-2, .... X^-l irtxim+a)

fV,,. fVt, mn.U,n+l,

and JVti's; i = 0 to m\k— 1,2 are suitably chosen constants to be deter
mined such that MSE of dn is minimum, mbeing a positive integer.

To evaluate the bias and MSB of t/n we shall use the following results:
As the parent populations are normal, then

(Kft - 1)si
0«C|

and

= 1, 2

iV(0, fli 0') independently of si, where ai = ——

hence

E(,i )= ) i

k = 1, 2:

(a^e'r" = llll Q^, (2:2)

j = ± 1, ± 2, . . . , ± m
k=l,2

and

where

/•Ji
.. h)

and

m - 2 2. (fl*)' 6',

^ being a positive integer

r ft+J - 1
V 2/ 2 riit an V

Vn,- 1 j ns — 1

(2.3)
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The bias of dn is given by

B{dn) = -

where ^

E{Su)

1 - S Dk Wi
k=l ~ ~

iTr

(2.4)

_ n, — r/'»> s'2> /f-a)03» — 'Jit ~ L'(k) . "(J.) 'jS,

The mean squared error of dh is given by
n 2

MSE (^/ft) = e*p S (Jf^ Sft - 2 Dk JVi) + 2 PF, + 1

where

V _ s,) j _
~ •—pi and 4^6 —

mi S,)

(2.5)

A: = 1,2

are defined elsewhere. Differentiating (2.5) with respect to A: = 1, 2
partiallyare equating them Jo zero, we obtain the following normal
equation :

(2.6)
- Wi~ r^: 1

=s

~ 1

r

to

1

1

I

Using Cramer's rule of solving the simultaneous equation we obtain the
optimum values of fVi and JVs as

PFi== A-iAi = PF,*, (say)^

5^2 = A-' A, = W*, (say).

where

A = (s, S3 - s,; Si,)

^ = (?2 ^1'- Sj, 00

A^ = (Si - s„ ^i)

Hence the minimum MSE of d/, is given by
r 2

min • MSE (dn) = 6""

B*(df.)= -

1 - S Z). A-ia. ,
&=1 ~ ~ -

substituting the optimum values of Wk from (2.7) in (2.4), we obtain the
bias of d,, as

min •MSB (rfj ^2 9)
r

(2.7)

A = 1, 2 (2.8)



13
2

JO
UR

NA
L

OF
TH

E
IN

DI
AN

SO
CI

ET
Y

OF
AG

RI
CU

LT
UR

AL
ST

AT
IST

IC
S

rH 1 e 1

a k

H + S d

i

1 ft
^

w
S

\ A w

1 f
t

/-
s

1 c
j

.s
e

f
s

+
_

£
5

X
i'

« + i
s

C
O

r
H is

>
•

,
*

•

•
,

•
•

•
>

•

?
p

?
S 1

1
'

ft
-
^

'
w

^

•

1 f
t

^
C

9
p

tt

1 f
t

^
.

f
t

^
N

A
i

H
S

3 £
0

^
C

O

^
to

'
i
s

^t
o

^

+ S I a
^

«
M

s I N
J
e

I
s

I s I
-

a
^

a
M

+ s
«

s s
=

1
1

1

f
t

a
M

1 f
t w

e

f
t-

-
.

•
C

3
£

^"
io

^
-3

^

s
«

S
3

C
O

^
«

c

•«

w
t

tO
!

to
i

Sj

? kE

o
* ^
£

?•
_

s
^

« I" ft
2,

ft
^

w
^

A
S

iH
iH

«
p

'7
^

-
-

p
.

•
.

).

lH a
€

1

T
^

ft
N

"
V

f
" 1

^
t

H
C

1 1

5
£

lH
M

-
-

9
4

IH
rH

'tf
C

w
^

-
-

w
£

X
,"

'
*

<
'

is
1 5

H
S

«

f
t

'
^

d
'S

ri

W
I

0
3

1

to
"

•
n

"

+ S I
_

5
5

i
S

<J
C^

I
_

+ S I ^
« w

3
^

+ S I

X
,"

1
£

3
s

?
S

.

5
5

3

"h
3

7
^

w
^

w
d

S.
3

1



Gbnbralisbd class of estimators 133

Apparently the minimum MSB of d,^ in (2.8) is less than that of arid
rfg considered by Pandey and Singh [6] and Sahai, Pras'ad and Rani
[8], respectively as d^ is a class bigger than d^, d^ an^ Jg. It is to.be point
ed but that the minimum MSB of ^4 would always be smaller' than that
of any subclass of . Beauty of this generalized estimator is that one
can immediately obtain the expressions for biases and MSBS of the esti
mators of 0 and

Further, if one is interested in estimating the parameters 0'' (/? = 1, 2)
of a normal distribution having mean 0 and variance P' C, i.e. i\r(0, 6* C),
then the estimator defined in (2.1) reduces to :

m

. d* S WiXis-*+'>
«=0

where

S W

X = S :«(, js = (« — l)-i S (:vj - x)®,
1= 1 l*==l

S = [5", X"*-!

and

W\= [W^, Wu W„ . . . , PFm-i,

(2.10)

The bias and MSB of d^ can be.obtaned from (2.4) and (2.5) respect
ively and are given as follows ;

5(4) = -^^(l-DW)

and

MSB idn = [W^ W - 2 D W + 1],

where

£j _ §(1) /(P-1)^ ^ 8(m) /(D-m)]

and

§(1) 5(8) /*(3'-l) /(2p-»»-l)

/(SP-m+1)

g(CT) Jdp-m)
? • • • ?

8(2m-l) /(Sp-m+l)

8(»m) j2(D-m)

(2.11)

(2.12)

(m+l)X(m+J)
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The MSB of is minimized for

Hence the resulting bias and minimum MSB of are given by

min • MSB (d*)
B*(dh) = -

and

min - MSB (rfp •= 0*' (1 - D D')

(2.13)

(2.14)

(2.15)

Bstimators, known from the literature, listed in Tables 1 and 2 can be
identified as special cases of d^.

\ - . •

TABLE 1—KNOWN ESTIMATORS FOR 0

EstimatorAuthor(s) Name Choices of weights

Wo Wt tfl ws

Searls[9] 0 w 0 0 ei = wx

Khan [5] w/H^) IS—)f 0 0 €2 = H-Cj//!*)) + (1 —w)3c

Sen [10, 11] (l-H')C-l w 0 0
S —

= (1 — + wx

Govindaiajulu and
Sahai [3], Gleser and
Hcaly [2] and
Upadhyaya and
Singh [21]

H-o 0 b Bi = Wo ^ + Wl *

Prasad and Sahai [7] Wo Wi 0 Ws

x»

C6 = + Wa 72"

Conventional unbias

ed estimator 0 1 0 0 8 = ^

Another unbiased
estimator

1

/(»)
0 ' 0 0 «7 - /(I)



TABLE 2—KNOWN ESTIMATORS FOR 02

EstimatorAuthorls) Name Choices of weight
wi W2 W3 W4

Govindarajula and Sahai [3] H-o 0 0 0 ti = M'os2 +W2X^

Das[l] 0 0 (1 + a)-' 0 0 fa — • a — —
(1 + a) ' "

Srivastava, Dwivedi and
Bhatnagar [18] nVn+1^1 0 1 0 0

n\n+l/

Singh and Upadhyaya [15] Vfo 0 wa 0

' 1

Wi U= W^s2 + w,^2 ,_^ ^
1

Singh [16] "-0 0 W2 Wg 0 h == + ^2 :c2 4- m;, .
s

Singh [14] H-o Wi Wz 0 0 h = + w^ xs + W2 x2

Singh, Pandey and Hirano [12] • Vfo' 0 0 0 0 tj=WoS2

An estimator 0 0 1 0 0 ts = x2

Unbiased estimator cz" 0 0 0 0 '9 ~ C2

Singh [13] 0 0 W2 0 0 'jo = W2 X^-

I
50 ,
>
n

55-
m

g
0
•«

w
CO

1

u>.
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The estimators cited in Tables 1 and 2 are subclasses of the generalized
estimator d^. Hence, their biases and MSEs can be easily obtained from
the expressions (2.11) and (2.12), respectively. It is also interesting to
note that the minimum MSE of d\ is smaller than that of the estimators
cited in Tables 1 and 2 and other subclasses of d\ as they are the parti
cular cases of the generalized class of estimators d\.

3. Numerical Illustrations

In this section we have illustrated the performance of various estimators
of (a) the-common parameter 0 in two normal distributions iV(0, Cf 0^)
and Ar(0, C\ 6®); and (b) the parameter 0 in single normal population
iV(0,C2i02).

; (a) We consider the following estimators of the common parameter 0
which are essentially particular members of the proposed generalized class
of estimators d^ defined in (2.1)

(i) Ti = vvixj +

Which has same minimum mean square error as that of Pandey and
Singh [6] estimator.

dt = X + fli^a) ^being aconstant.
(oi + fl2) . :

(ii) T2 = + W3S1 + •

- reported by Sahai ef fl/. (1983).

(iii) Ta = w^Xi + WiX^ + W3J1 + + Wg (xj/i^ + Wa (xllsp
where iv/s, / = 1 to 6 are suitably chosen constants.

In order to examine the behaviour of these estimators, we have com
puted the relative eflaciency of and T3 with respect .to Tj (or d^) and
compiled in Tables 3 to 9 for diflferent values of Wi, Wg, Ci and c,. The
relative efficiency of an estimator To /' = 2, 3 with respect to Ti (or da)
is defined by the formula

pp (T T ^ min • MSE (7\) .. ^ ^ .= min. MSE (T,) ' ' = ^
Further, we denote

: = RE{T2, Ti) and = REiTg, T,).

\ The min • MSE (T,); 7 = 1, 2, 3 (the minimum mean squared error of
J'j'.j 1. 2, 3) can be obtained from (2.8).
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TABLE 3—RELATIVE EFFICIENCIES OF AND
TO' Ti (in percent) FOR rti = 5;

T» WITH RESPECT
= 10

Ci i.

ca

0./ 0.25 0.5 1.0 2.0

0.1
^1 101.725

101.935

103.919

103.989

104.788

104.885

105.069 ,

105.269

105.144 ;

105.285

0.25

£2

102.395

103.001

110.748

110.999

121.407

122.005

128.464

129.100

131.021

. i32.352

0.5
El

E;

100.536

102.895

114.311

115.463

142.463

143.470

183.555

185.626

210.222

213.275

1.0
El

Ei

102.575

103.616

115.604

117.441

156.309

158.767

261.889

265.130

404.732

409.082

2.0
El

E,

102.584

104.752

115.964

121.286

161.307

181.930

311.446

3.85.067

645.309

839.724

TABLE 4--RELATIVE EFFICIENCIES OF Ta AND Tj WITH RESPECT
TO Ti (in percent) FOR m = S AND nj = 15

+ "3
O.I ' 0.25 0.5 1.0 2.0

0.1
El 101.645 104.443 105.868 106.380 106.522

E2 101.881 104.631 106.434 107.042 107.221

0.25
Et

Ei

102.083

102.783

110 256

110.963

123.348

^125.432

134.292

137.672

138.844

142.911

0.5
Et

Ei

102.165

103.001

112.613

113.643

140.642

143.817

191.445

199.485

233.011

245.539

1.0
•

102.187 113.382 149.876 256.762 437.642

: E^ 103.551 114.385 150.356 259.819 • 446.346

2.0
El

£2

102.192

103.653

113.589

118.642

152.884
1

172.950

290.841

365.170

648.669

865.803
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TABLE 5-RELATIVE EFFICIENCIES OF AND WITH RESPECT
TO Ti (in percent) FOR ni = 5, m = 25

C2 4-

ci

O.I 0.25 0.5 1.0 2.0

0.1
El 101.642 105.471 108.202 109.371 109.717

E, 101.992 106.771 109.802 110.937 111.315

0.25
El 101.907 110.256 127.233 156.501 156.494

E2 102.102 111.497 131.532 158.051 165.687

0.5 El 101.952 111.706 140.737 207.153 280.883

E2 102.001 113.600 156.899 223.643 309.055

1.0
El 101.952 112.141 146.501 259.002 502.373

•

Ei 102.762 112.724 151.625 276.212. 546.641

2.0
El 101.962 112.254 148.206 280.883 679.890

E2 103.332 116.666 165.170 345.151 886.979

TABLE 6-•relative EFFICIENCIES OF AND WITH RESPECT
TO Ti (in percent) FOR nj = 10, ng = 5

Ci i

Ci
-> 01 0.25 0.5 1.0 2.0

0.1
Et 101.726 102.396 102.537 102.575 102.984

E2 101.801 102.931 102.991 ' 102.998 103.050

0.25
E, 103.809 110.748 114.311 115.604 115.964

Ei 103.919 110.891 114.912 116.020 121.244

0.5
El 104,784 121.407 142.463 156.630 161.307

E2 104.991 122.310 143.011 157.769 181.926

i.d
E, 105.069 128.468 183.555 261.889 311.446

E2 , 105.089 129.841 184.005 281.923 385.065

2.0
El 105.144 131.021 210.222 404.732 645.309

E2 105.424 132.331 211.983 759.330 839.724
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TABLE 7-RELATIVE EFFICIENCIES OF AND T3 WITH RESPECT
^ TO Ti (in percent) FOR ni = 10, 02 = 15

4-

Ci 0.1 0.25 0.5 1.0 2.0

- El 101.723 104.309 105.438 105.884 105.993

Ei 101.825 104.699 . 105.841 106.002 106.831

El 102.267 110.761 123.129 132.456 136.095

H2 103.424 111.525 124.290 134.051 138.476

El 102.375 113.689 142.814 191.467 227.763

E2 103.543 116.526 146.065 193.533 235.141

El 102.402 114.688 154.486 267.689 449.959

£2 103.681 118.742 165.977 281.351 491.073

El 102.410 114.961 158.326 311.818 719.159

E2 ' 103.510 119.414 174.058 376.520 756.202

0.1

0.25

0.5

1.0

2.0

table 8—relative EFFICIENCIES OF AND WITH RESPECT

TO 7*1 (in percent) FOR ni = 15, 112 = 20

4- C2

Ci
01 0.25 0.5 1.0 2.0

El 101.928 103.546 .104.271 104.539 104.484
, 0.1

Ez 102.494 103.946 104.875 104.991 105.002

El 103.012 112.334 121.029 125.865 127.441
0.25

Ez 103.981 112.899 122.031 126.105 129.142

103.277 114.718 147.875 183.337 202.278
0.5

,

E2 104.005 117.807 149.321 185.004 203.367

El 103.350 116.199 164.330 287.509 421.444
r.o

E2 104.512 118.547 169.221 289.747 431.168

El 103.3(68 116.649 ' 170.316 372.741 792.341
2.0

Ei 104-992 119.105 178.849 395.132 799.713
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TABLE 9—RELATIVE EFFICIENCIES OF Ta AND T3 WITH RESPECT
TO Ti (in percent) FOR ni = 15, = 25

Cl 0.1 0.2s 0.5 1.0 2.0

1 C2
-

0.1
El 101.683 103.549 104.209 104.417 104.472

E, 102.047 104.167 104.836 105.213 105.344

- El 102.457 110.513 119.769 125.333 127.254
0.25

Ea 103.001 112.167 122.984 129.545 131.812

0.5
El 102.630 114.617 141.854 • 178.356 200.202

E2 103.350 115.607. 148.809 191.563 217.179

1.0
El 102.617 116.199 158.091 264.356 402.858

E, 103.450 119.023 168.284 292.848 455.610

2.0
El 102.689 116.649 164.330 326.507 712.600

Ea 103.651 120.089 174.956 435;i03 . 821.196

It is observed from Tables 3 to 9 that the relative eflaciency of with
respect to is larger than that of with respect to T^. Hence, theclass
of estimators Ta is more efiBcient than and Ti (or da) both. Thus, it leads
to the conclusion that minimum MSE estimator obtained from a bigger
class is superior to those minimum MSE estimatorobtainedfrom smaller
class. ,It also follows from the tables that the gain in eflBciency is quite
significant for larger values of Ci and C2. However, the gain decreases
with an increase in sample size Wi and/or Wj, Nevertheless, the gain is
rather substantial and is worth going for.

(b) Here we consider the estimatorsof the parameter0in single normal
population N (6, c* 0®) as—

(i) d* = WoJ + iVi X

(ii) d* = WflS + Wi * + wji (*®/s»);

where, wi, i = 0, 1, 2 is suitably chosen constant.
It is to be noted that the estimators £?* and d* are particular cases of

the generalized class of estiniators d*^ defined in (2.10).
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In Table 10 we give tlie values of relative efiBciencies of d* andd* with
respect to sample mean x for various values ofsample sizes « = 10, 20
and 50; and of = 0.1, 0 2, 0:5, 1.0, 2.0 (see^Prasad and Sabai [7]). The
relative efBciency ofd*', i = 1,2 with respect to sample mean x is defined
by ,

E* = RE (d*, X) = min. ^ ^

TABLE 10- RELATIVE EFFICIENCIES OF d*^ and rf* WITH RESPECT
TO SAMPLE MEAN X (in Percent)

10 20

Sample size
504.C2

K

El

118.541 111.524 119.702

O.I

118.982 119.260 119.983

E* 137.082 133.181 139.403

0.5

4 138.012 138.520 140.171

4 '

285.412 292.598 297.015

1.0
293.^71 298.185 301.997

2.0

E\ 470.825 485.197 494.031

A 489.515 498.269 504.859 .

El 1027.062 1062.991 1085.077

5.0

El 1076.794 1098.659 ^ 1119.729

E\ 1954.124 2025.983 2070.154

10.0

El 2045.778 2095.559 2141.528

Table 10 exhibits that for relatively larger samples, we may not have
practically significant gain in efficiency unless c is rather big. For
example, for c' = 10 (the C.V. c = 3.16278); even for sample as large
as n = 50, the gain is worth going for. It also follows from Table 10



142 JOURNAL OF THE INDIAN SOCIETif OF AGRICULtURAL STATisfiCS

that the minimum MSE estimator obtained from a bigger class is more
precise than that obtained from a smaller class.

4. When Weights are Unknown

In practice, the coefficients of variation Ciand C2 are rarely known
so that the estimator dh is of no practical utility. However, "one may have
a figure fairly close to the true values of the coefficients ofvariation from
one's long association with the experimental material or from other experi
mental investigations or from some extraneous source; see Srivastava[17].
Often, the coefficient ofvariation may exhibit a stability inrepeated experi
ments and it may be possible to make a reasonable guess. On the other
hand, if the coefficients ofvariation are not known, these can be estima
ted from a large sample size n' O n) and the estimated values are sub
stituted in the optimum weights w*, / = 1to p in (2.7), say w*; / = 1
to p, the MSB's ofestimated weights Vf*; i = 1 top relative to that of
wV, i = 1to p will be larger by an insignificant amount leading to near
optimality; see Sen [10]. An elegant approach has also been described
by Tripathi et at. [20] when the weights are approximately known.

The guessed (or estimated) values and the true values of coefficients of
variation may be expressed as

A A

Ci = « Ci and = «•

where Q and Cj are the true values ofthe coefficients ofvariation and a
is any positive constant. Thus, the proposed estimator will be

A 2 A /A 1\
dn= Sk Wt (4-1)

k = 1

where,

St. =
„ - i>-, =, n-a =*"-1 1--

r\ . ri i\ A n

W' = {Wha, Wii, Wui, . • , Wft Wftm] iX(»n+i)
mtJi

and vv.f's, / = 0 to m; A: = 1, 2are the guessed (or estimated) values
of optimum weights i = 0to m; A: = 1, 2in (2.7) obtained after
inserting c, = «Ci and c, = «C, (« > 0) in w.,'s in (2.7). Such estima
tion technique has been used by various authors includmg Hirono [4],
Pandey and Singh [6] and Srivastava etal. [19]. .
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The bias and MSE of dh are, respectively, given by

B W = -
2

1 - S D^Wk
fc = 1 - ~

and

and

MSE 4) = r s (^; s, h-2Dk m) + m+ I
(4.3)

where Dk, k = 1,2 and Sij are same as defined in Section 2.

Letdp; p= 1,2, defined in (1.1) and (1.2), be the conventional
unbiased estimators of Q'' with variances F = 1, 2 given in (1.3)
and (1.4), respectively. In order to have MSE (dh) < V (dp), we should
have the following inequality :

e '̂f S m-2Dk Wu) +2Wl Sia )^, + 11 - F(</p)< 0.
(4.4)

It is to be noted that the weights Wit;k= 1,2 involve a positive constant
a. Therefore, from the inequality (4.4) the ranges can be computed
for the given values of Ci, C-j, fit and «2 under which the performance of
the proposed estimator dh is better than the conventional unbiased
estimators.

5. Illustrations

Case I—Estimation of Common Parameters of Two Normal Populations

(i) To illustrate above procedure of estimation, we consider the
estimator

dx = "I" ^2 ^2

for estimating 0.
It has been shown in Section 1 that the estimator d^ has minimum

MSE for the optimum values of weights Ai and ^2 are given by

^10 = OsKai + 02 + ai ai)

^20 = «i/(<'i +

143

(4.2)

(4.5)
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As Stated earlier, using the guessed (or estimated) values of Cj and C2,
we find the guessed (or estimated) values of Aio and Aao, respectively,
which are

and

and

-^10 = fl2/(ai + 02 + a® a-i)

^20 = ailioi + fla + a» a^)

Thus, the estimator dt becomes

A A A

^4 ~ ^10 + ^20 *2

The bias and MSE of <^4 are, respectively, given by

0 a, flj
B id,) = -

(fli + 4: a' di fla)

, A ^ fli as (fli + fla + «^ fli flj)
® («, + fla + a, a,)^

(4.6)

(4.7)

(4.8)

(4.9)

The MSB of ^4 will be smaller than that of conventional unbiased esti
mator d^ if the following in equality :

2 (fli + fla)
(fli + flj — (Ji fla)

- (4.10)

holds good. This inequality resembles with that of Pandey and Singh[6].
For given values of Ci, Ca, rti and Wa, the ranges of oe can be calculated.

(ii) We consider an estimator

de = Ai sf 4- Aa for 6^

For the optimum weights

(«, - 1)
Aio —

(«i + "a) Cf
and A,. =

the minimum MSB of d^ is given by

(«a — 1)
{til + «a) C|

(4.11)

(4.12)

(4.13)

It should be noted that the minimum MSB of d^ is true only when
Ajq and XjQ are known exactly. But it is not in general true, In such
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circumstances, we adopt the procedure discussed above. The estimated
(or guessed) values of Aio and are, respectively, given by

X _ ("l ~ X ("a ~ (A 14)
" ~ («1 + «2) (Ri + r.d aa c|

Thus, the estimator turns out to be

da " ^10 5j + A20 (4.15)

The bias and MSE of rfg are, respectively given by

B W = 0» [(«i + rta) (1 - «?) - 2]/[(«i + n,) a"]

and

MSE (d,) = 0M(«i +-, «2),(1 - «')' - 2 (1 - 2««)]/[(hi + n,) a^], (4.I6)
The MSE of dt will be lesser than the variance of conventional unbiased

estimator ds defined in (1.2) if the following inequality

- 2a«6'* + 6* < 0 (4.17)

holds true, where b* = (wj + tti — 2fl[(ni + n^) («i + «2 — 4)]. For
given values of Wi and n^, one,can calculate the ranges of a.

Case II : Estimation of Common Parameters in Single Normal
Population

(i) We consider the estimator of 0 proposed by Govindarajulu and
Sahai [3], Gleser and Healy [2] and Upadhyaya and Singh [21]

as 64 = Wo J + Wi X (4.18)

where Wq and Wi are suitably chosen weights to be determined such that
MSE of ei is minimum.

For the optimum values

f„C (1 —/2)
= h[1 + - /I) = [1 + C^

of weights Wo and Wi, respectively, the minimum MSE of 54 is given by

. e» ca(i-/2)
Min.MSE(.4) = (4.20)



146 JOURNAL OF ffHE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

In case weights in (4.19) are unknown then wehave to use the guessed
(or estimated) values of C as c = « C, (« > 0) and hence the weights
are

and

A

Woo =

A

Wia =

fnOiC

n[l + C« -/^l

[1 + n-' ai C» -/2]

Thus, the estimator takes the-form

A A , A

tfl = Woo J + Wio X .

The bias and MSB of are given by

B(l) = - 0 + -/")]
h[1 + C»-/2]

1
I
I

;•

j

(4.21)

(4.22)

and

(«4) • [,+„-! C2 a" - flY T (4.23)
flY

respectively. The MSB of will be smaller than the conventional unbiased
estimator if the inequality

a^. — a Ml
(« - 1) C2J • (n- I) C»

For the given values of n and C, the ranges of a can be obtained.

(ii) We consider the estimator proposed by Searls [9] as

Ci = where w is a constant. (4.25)

For the optimum weight = «/(« + C®) (4.26)

the minimum MSB of Ci is given by Min • MSB (e.) = (0® C*) (n + CO

(4.27)

If C is unknown, then C is replaced by c = « C, (« > 0)

and hence, = nl(n + a® C^).

(4.24)

(4.28)
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A • A . A ^ A

Replacing h-o by Wo in (4.25) we get Ci = Wq x. The bias and MSE of Ci
are respectively given by

MSE te) = g;.-^ (4.30)
A

The MSE of e will be samaller than that of usual unbiased estimator x if

which is same as obtained by Hirano [4]. He, has also obtained the
ranges of a for given values of n and C.

(iii) We consider the estimator suggested by Singh etal. [12]
as = Wo 5* (4.32)

where Wo is a suitably chosen constant. For the optimum value of wo,

(n — I) ...
" \n + 1) C

the minimum MSE of f, is given by

904Min •MSE (/,) = ^^ j , , (4.34)
A

If C is unknown, thea-C is replaced by c = a C, (a > 0) and thus Woo
becomes

~ 1) /A
~ (n + 1) ^ ^

A ' ,

Substituting Woo in place of iVo in (4.32) we get

A

t7 = M'oo (4.36)

A

The bias and MSE of are respectively given by

Bit,) = - 0« [(n + l)a» - « + !]/{(« + 1) a®} and

MSE'(/,) = [(n + 1) + (« - 1) (1 - 2 ««)] (4.37)
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which will be smaller than that of unbiased estimator if the
inequality

(n + IJ (n - 3) ^ (« + 1) (h - 3) J <0 (4.38)

holds good. For given values of n, the ranges of a can be calculated.
In similar manner the biases and MSB's of several estimators can be

obtained, in the situation where coefficients of variation are not exactly
known, and their merits' can be examined over conventional unbiased

estimators.
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